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Abstract— Social network models aim to capture the complex
structure of social connections. They are a framework for the
design of control algorithms that take into account relation-
ships, interactions, and communications between social actors.
Based on three formation mechanisms - random attachment,
triad formation, and network response - our work characterizes
the dynamics of the degree distributions of social networks. In
particular, we show that the complementary cumulative in- and
out-degree distributions of highly clustered, reciprocal networks
can be approximated by infinite dimensional time-varying
linear systems. Furthermore, we determine the invariance of
both limit distributions and the stability properties of the
average degree.

I. INTRODUCTION

Research on social networks has focused on characterizing
structural properties such as degree distributions and commu-
nity structures [1]–[4]. More recent approaches have tried to
close the gap between network analysis and control theory
by introducing dynamic models that describe the evolution of
social connections [5], [6]. However, less attention has been
paid to understanding the dynamics of two key properties
that define a large number of social networks: clustering and
reciprocity.

The two properties can be explained based on triad forma-
tion and network response mechanisms. Characterizing the
impact of clustering and reciprocity on the degree distribu-
tions of networks is a first step for the design of control
algorithms that leverage the structure of a social network. It
is an open challenge to develop models that are rich enough
to characterize social structures, but simple enough to be
formally analyzed [6].

Our work is closely related to the network models intro-
duced in [7]–[10], which propose various mechanisms for
how nodes establish links. In particular, the authors of [7],
[8] study the asymptotic behavior of the degree distributions
of highly clustered networks with no reciprocity. The work
in [9], [10] considers the effect of reciprocity on the limit
distributions of the in- and out-degrees, the local and global
clustering coefficients, and the local and global reciprocity
coefficients. The authors of [10] also identify conditions
under which the dynamics of the global reciprocity and the
global clustering coefficients are asymptotically stable.

Here, we use three simple mechanisms to capture the
formation of highly clustered, reciprocal networks [9], [10].
These mechanisms are: random attachment, which describes
how a new incoming node connects to a network; triad
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formation, which characterizes how the new node establishes
transitive relationships; and network response, which repre-
sents how the network reacts to node attachments.

Unlike the work in [10], the focus of this paper is on
defining conditions under which the dynamics of the degree
distributions can be approximated as an infinite dimensional
time-varying linear system. In particular, we characterize
how triad formation and network response impact the dy-
namics of both degree distributions. Finally, we characterize
the dynamics of the average degree distribution and derive
sufficient conditions that guarantee its stability.

II. THE MODEL

Consider a sequence G = {G(0),G(1), . . .}, where each
directed graph G(t) = (H(t),A(t)) describes a network at
time index t ≥ 0. Let N0 be the number of nodes in the
initial network, H(t) = {1, . . . , N0 + t} the set of nodes,
and A(t) = {(i, j) : i, j ∈ H(t)} the set of directed edges.
The pair (j, i) ∈ A(t) indicates that there exists an edge
from node j to node i at time t, and Qi(t) = {j ∈ H(t) :
(j, i) ∈ A(t)} represents the set of incoming neighbors of
node i. Let ki(t) = |Qi(t)| represent the in-degree of node
i. Similarly, Q̂i(t) = {j ∈ H(t) : (i, j) ∈ A(t)} represents
the set of outgoing neighbors of node i and k̂i(t) = |Q̂i(t)|
its out-degree. Consider the following mechanisms for the
evolution of the network at time t.
M1 Random attachment: A new node attached to the net-

work and links to m ≥ 1 different nodes, selected
uniformly at random over H(t− 1).

M2 Triad formation: For every link established during
random attachment, the new node may establish an
additional link. Specifically, if node j /∈ H(t − 1)
connects to some node j′ ∈ H(t− 1), it connects to an
outgoing neighbor of node j′ with probability πf > 0
(selected again uniformly at random over Q̂j′(t− 1)).

M3 Network response: There are two ways the network
responds to the attachment of a new node. The first
approach is based on reciprocity: Each of the m ran-
domly selected nodes establishes a reciprocal link with
probability πr > 0. The second approach is random,
with no preference for establishing reciprocal links: A
set of n ≥ 0 randomly selected nodes of H(t − 1)
connect to the new node.

Note that mechanism M1implies thatH(t) = {1, . . . , N0+
t}. Mechanism M2 enables transitive relationships. The first
approach of mechanism M3 tends to form reciprocal links.
An edge (i, j) is called a reciprocal link involving nodes i
and j if (i, j) ∈ A(t) and (j, i) ∈ A(t). The pair of edges
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(i, j) and (j, i) is called a reciprocal cycle and represents the
lowest-order cycle in a directed network.

To ensure that the formation mechanisms are properly
defined, we require the following assumptions.

A1 Configuration of the initial network: The network G(0)
is weakly connected and has more than 2m nodes (i.e.,
N0 ≥ 2m), each with at least m outgoing and n
incoming neighbors.

A2 Persistency of the mechanisms: Mechanisms M1-M3 are
triggered every time index t ≥ 0.

The two assumptions guarantee that mechanisms M1-M3
create on average m + mπf + mπr + n new edges every
time t ≥ 0.

III. DYNAMICS, INVARIANCE, AND STABILITY OF THE
AVERAGE DEGREE

Let µ(t) represent the average in-degree of the network
at time t. Since every node is connected at least to another
node, µ(t) ≥ 1 for all t. Let µ0 represent the average in-
degree at time t = 0, i.e., µ0 =

∑
i∈H(0) ki(0)

N0
. The following

theorem defines the average in-degree of the network as a
recurrence function.

Theorem 1 (Dynamics of the average in-degree):
Suppose that assumptions A1-A2 hold. For t ≥ 1, the
average in-degree of the network is given by

µ(t) =
(N0 + t− 1)µ(t− 1) +m(1 + πf + πr) + n

N0 + t
(1)

Proof: When a node attaches to the network, mecha-
nisms M1-M3 establish on average m + mπf + mπr + n
new edges. Since the total number of nodes at time t− 1 is
N0 + t− 1, the total in-degree at time t ≥ 1 is∑
i∈H(t)

ki(t) = (N0 + t− 1)µ(t− 1) +m+mπf +mπr + n

So the average in-degree of a randomly selected node is

µ(t) =
(N0 + t− 1)µ(t− 1) +m+mπf +mπr + n

N0 + t

To characterize µ(t) as a non-recursive function, consider
the following corollary.

Corollary 1 (Average in-degree): Suppose that assump-
tions A1-A2 hold. The solution to eq. (1) is given by

µ(t) =
µ0N0 + t(m(1 + πf + πr) + n)

N0 + t
(2)

Proof: Using mathematical induction, the proof is im-
mediate from eq. (1).

Remark 1: Using similar arguments as in Theorem 1 and
Corollary 1, it can be shown that eq.(1) and eq. (2) also
characterize the out-degree of the network as a recursive
and non-recursive functions. Note that as time approaches
infinity, the limit of the average in-degree equals

µ∗ = lim
t→∞

µ(t) = m(1 + πf + πr) + n

We now show that µ∗ is invariant.

Lemma 1 (Invariance of the average in-degree):
Suppose that assumptions A1-A2 hold. The average
in-degree µ∗ is invariant.

Proof: Assume that µ(t) = µ∗ for an arbitrary t. Using
eq. (1), we know that at t+ 1

µ(t+ 1) =
(N0 + t)µ∗ +m(1 + πf + πr) + n

N0 + t+ 1

=
(N0+t)(m(1+πf+πr)+n)+m(1+πf+πr)+n

N0+t+1

= m(1 + πf + πr) + n

Since µ(t + 1) = µ(t) = µ∗ for an arbitrary value of t, we
conclude that µ∗ is invariant.
The following theorem defines the stability of the average
in-degree.

Theorem 2 (Asymptotic stability of the average in-degree):
Suppose that assumptions A1-A2 hold. The average in-
degree µ∗ has a region of asymptotic stability equal to
R≥1.

Proof: Consider the candidate Lyapunov function

V(µ(t)) := |µ(t)− µ∗| (3)

The following condition is sufficient to guarantee the stability
of µ∗. Using eq. (3), we know that for an arbitrary t

V(µ(t+ 1))− V(µ(t)) = |µ(t+ 1)− µ∗| − |µ(t)− µ∗|

=
∣∣∣µ0N0+(t+1)s

N0+t+1 − s
∣∣∣− ∣∣∣µ0N0+ts

N0+t − s
∣∣∣

=
∣∣∣N0(µ0−s)
N0+t+1

∣∣∣− ∣∣∣N0(µ0−s)
N0+t

∣∣∣ < 0

where s = m(1 + πf + πr) + n. So V is a strictly
decreasing function over time. Thus, the average in-degree
is asymptotically stable for all µ0 ≥ 1.

IV. DYNAMICS, CONVERGENCE, AND INVARIANCE OF
THE IN-DEGREE DISTRIBUTION

Let Pk(t) = P [ki(t) ≤ k] be the probability of randomly
selecting a node with in-degree less than or equal to k.
That is Pk(t) =

∑k
j=0 pj(t) where pj(t) is the probabil-

ity of selecting a node with in-degree j at time t. The
complementary cumulative in-degree distribution is given
by F (t) =

[
F0(t) F1(t) · · · Fk(t) · · ·

]ᵀ
where

Fk(t) = 1− Pk(t). Note that

µ(t) =

∞∑
i=0

Fi(t)

The following theorem presents sufficient conditions to
model the dynamics of the complementary cumulative in-
degree distribution as a linear system.

Theorem 3 (Dynamics of the in-degree distribution):
Suppose that assumptions A1-A2 hold. The complementary
cumulative in-degree distribution is a time-varying infinite
dimensional linear system of the form

F (t) = A(t)F (t− 1) +B(t) (4)
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where

Akj(t) =


1 if 0 ≤ k = j < n
vk

N0+t if n ≤ k = j + 1

wk
N0+t if n ≤ k = j

0 otherwise

represents the element of the kth row and the jth column,
with

vk = m

(
1 +

kπf
m(1 + πf + πr) + n

)
wk = N0 + t− 1−m

(
1 +

kπf
m(1 + πf + πr) + n

)
and

Bk =
1

N0 + t− 1

∞∑
i=k+1

(
m

i− n

)
πi−nr (1− πr)m−(i−n)

represents the element of the kth row of B(t).

Proof: We know that all mechanisms affect the in-
degree distribution. We first analyze the effect of mechanisms
M1 and M2 which establish new incoming edges to existing
nodes. In particular, we know that these mechanisms increase
Fk(t) when new edges are established to nodes that have in-
degree k. Consider the effect of mechanism M1. We know
that random attachment increases Fk(t) by

mpk(t− 1) = m (Fk−1(t− 1)− Fk(t− 1))

Now, consider the effect of mechanism M2. We know that
triad formation increases the number of nodes with in-degree
greater than k by

m (Fk−1(t− 1)− Fk(t− 1)) k
πf

m(1 + πf + πr) + n

where mpk(t − 1)k = m (Fk−1(t− 1)− Fk(t− 1)) k is
the probability that the new node selects, during random
attachment, an incoming neighbor of node i with in-degree
k. The term πf

m(1+πf+πr)+n represents the probability of
choosing node i from the out-going neighbors of node j,
thereby forming a triad.

Next, consider the effect of mechanism M3 which estab-
lishes new incoming edges to the new nodes. It is clear
that n ≤ ki(ti−N0) ≤ n + m where ti−N0 is the time in
which node i > N0 attaches to the network. In particular,
the probability that the in-degree of the new node at time t
equals k is given by

bk =

(
m

k − n

)
πk−nr (1− πr)m−(k−n)

Note that bk 6= 0 only for n ≤ k ≤ n + m. Letting βk =∑∞
i=k+1 bi represent the probability that the new node has in-

degree greater than k, we know that βk = 0 for all k > n+m.

Since Fk(t) is the probability of finding a node with in-
degree greater than k, and N0 + t indicates the number of
nodes in the network at time t, the product (N0 + t)Fk(t)
denotes the number of nodes with in-degree greater than k.

Thus, at time t, we have that for k ≥ mπr + n

(N0 + t)Fk(t) = (N0 + t− 1)Fk(t− 1) + βk

+m (Fk−1(t− 1)− Fk(t− 1))
(

1 + k
πf

m(1+πf+πr)+n

)
(5)

Since mechanism M3 affects only the in-degree of the new
nodes, according to assumption A1, we know that there
are no nodes with in-degree less than n. Thus, eq. (5) is
satisfied for all k ≥ n, and Fk(t) = 1 for all k < n.
The dynamics of F (t) can be represented as a time-varying
infinite dimensional linear system defined by eq. (4).

The following theorem presents sufficient conditions that
guarantee the existence of the limit of Fk(t) as t → ∞ for
all k ≥ 0..

Theorem 4 (The limit of the in-degree distribution):
Suppose that assumptions A1-A2 hold. The limit of Fk(t)
as t tends to infinity exists for all k.

Proof: Using induction on k, we want to show that
as time goes to infinity, the limit of the complementary
cumulative in-degree distribution exists. First, note that
limt→∞ Fk(t) = 1 for all k < n. Moreover, according to
eq. (4) for nodes with in-degree n, we know that Fn(t) can
be written as

Fn(t) =
vn

N0 + t
+

wn
N0 + t

Fn(t− 1) +
βn

N0 + t

with initial condition Fn(0) = f0 ∈ [0, 1]. In particular,

Fn(t) =
vn + βn + (vn(f0−1)+f0−βn)Γ(N0+1)Γ(N0+t−vn)

Γ(N0+t+1)Γ(N0−vn)

1 + vn

where Γ(·) represent the gamma function. Hence,

lim
t→∞

Fn(t) =
vn + βn
1 + vn

Since βk <∞, limt→∞ Fn(t) is well-defined. Now, consider
the case for n+1. It can be shown that limt→∞

Fk(t)
Fk(t−1) = 1

for all k. Thus, using eq. (4), we know

Fn+1(t) ' vn+1

N0 + t
Fn(t) +

wn+1

N0 + t
Fn+1(t) +

βn+1

N0 + t

' 1

1 + vn+1
(vn+1Fn(t) + βn+1)

and as t goes to infinity limt→∞ Fk(t−1) = limt→∞ Fk(t),
so

lim
t→∞

Fn+1(t) =
vn+1

1 + vn+1
lim
t→∞

Fn(t) +
βn+1

1 + vn+1

Because we know that limt→∞ Fn(t) exists, we can guaran-
tee that limt→∞ Fn+1(t) also exists. Now, assume that the
limit of Fk(t) exists for an arbitraty k. We want to show that
the limit exists for k+ 1. Again, using eq. (4) we know that

Fk+1(t) ' vk+1

N0 + t
Fk(t) +

wk+1

N0 + t
Fk+1(t) +

βk+1

N0 + t

' 1

1 + vk+1
(vk+1Fk(t) + βk+1)
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we know that limt→∞ Fk(t− 1) = limt→∞ Fk(t), so

lim
t→∞

Fk+1(t) =
vk+1

1 + vk+1
lim
t→∞

Fk(t) +
βk+1

1 + vk+1
(6)

Since the limit of Fk(t) exists, we know that the limit of
Fk+1(t) also exists. Therefore, limt→∞ Fk(t) exists for all
k.

Remark 2: Note that F∞k = limt→∞ Fk(t) satisfies
F∞k = 1 for all k < n and

F∞k =
( k∏
i=n

vi
1 + vi

)
+

1

1 + vk

k−n∑
j=0

βk−j

k−1∏
l=k−j

vl+1

1 + vl

for all k ≥ n.
Now, let F (t)be the in-degree distribution of the network

and define

Fin := {F ∈ [0, 1]∞ : Fk = 1∀k < n ∧ Fk ≥ Fk+1∀k ≥ n}

Moreover, let

F∗in := {F ∈ [0, 1]∞ : Fk = F∞k ∀k}

represent a particular subset of Fin defined by the in-degree
limit distribution. We will show that if F (t) ∈ F∗in for some
t ≥ 0, then F (t′) ∈ F∗in for all t′ ≥ t (i.e., the set F∗in is
invariant).

Lemma 2 (Invariance of the in-degree distribution):
Suppose that assumptions A1-A2 hold. The set F∗in is
invariant.

Proof: Assume that F (t) ∈ F∗in. In other words,
Fk(t) = F∞k for all k ≥ 0. We want to show that Fk(t+1) =
Fk(t) for all k ≥ 0. First, for all k < n, we know that
Fk(t+ 1) = Fk(t) = 1. Using eq. (4), since F (t) ∈ F∗in, we
know that for k = n

Fn(t+ 1) = wn
N0+t+1Fn(t) + vn

N0+t+1Fn−1(t) + βn
N0+t+1

= wn
N0+t+1

vn+βn
1+vn

+ vn
N0+t+1 + βn

N0+t+1

=
vn + βn
1 + vn

Hence, Fn(t + 1) = Fn(t). Now, using eqs. (4) and (6) for
a fixed k, since F (t) ∈ F∗in, we know that

Fk(t+1) = wk
N0+t+1Fk(t) + vk

N0+t+1Fk−1(t) + βk
N0+t+1

= wk
N0+t+1

vkF
∞
k−1+βk
1+vk

+ vk
N0+t+1F

∞
k−1 + βk+1

N0+t+1

=
vkF

∞
k−1 + βk

1 + vk

which implies that Fk(t+ 1) = Fk(t). This holds for any k,
so the set F∗in is invariant.

V. DYNAMICS, CONVERGENCE, AND INVARIANCE OF THE
OUT-DEGREE DISTRIBUTION

Let P̂k(t) = P [k̂i(t) ≤ k] be the probability of randomly
selecting a node with out-degree less than or equal to k.
In other words, P̂k(t) =

∑k
j=0 p̂j(t), where p̂j(t) represents

the probability distribution function of the out-degree at time
t. The complementary cumulative out-degree distribution is
given by F̂ (t) =

[
F̂0(t) F̂1(t) · · · F̂k(t) · · ·

]ᵀ

where F̂k(t) = 1 − P̂k(t). The following theorem presents
sufficient conditions that guarantee that the dynamics of F̂ (t)
represent a linear system.

Theorem 5 (Dynamics of the out-degree distribution):
Suppose that assumptions A1-A2 hold. The complementary
cumulative out-degree distribution can be written as a
time-varying infinite dimensional linear system of the form

F̂ (t) = Â(t)F̂ (t− 1) + B̂(t) (7)

where

Âkj(t) =


1 if 0 ≤ k = j < m
n

N0+t if m ≤ k = j + 1

N0+t−1−(mπr+n)
N0+t if m ≤ k = j

0 otherwise

represents the element of the kth row and the jth column,
and

B̂k =
1

N0 + t− 1

∞∑
i=k+1

(
m

i−m

)
πi−mf (1− πf )2m−i

represents the element of the kth row of B(t).
Proof: Note that the out-degree of a randomly selected

node at time index t is affected by the way the network
responds to the attachment of new nodes, (mechanism M3).
More specifically, F̂k(t) increases when existing nodes with
out-degree k establish new edges to the new node. According
to mechanism M1 and assumption A2, when node j /∈ H(t−
1) attaches to the network at time t = tj , the probability that
it connects to node i ∈ H(t− 1) with k̂i = k and that node
i establishes a reciprocal edge is

mπrp̂k(t− 1) = mπr

(
F̂k−1(t− 1)− F̂k(t− 1)

)
In other words, random response increases F̂k(t) when the
new node connects to node i ∈ H(t − 1) with out-degree
k̂i = k and node i establishes a reciprocal link. The random
approach of mechanism M3 increases the number of nodes
with out-degree k by

np̂k(t− 1) = n
(
F̂k−1(t− 1)− F̂k(t− 1)

)
which represents the probability that a node with out-
degree k establishes an edge to the new node.

Next, consider the effect of mechanisms M1-M2 on F̂k(t)
(i.e., on the out-degree of new nodes). In particular, we know
that F̂k(t) increases due to mechanism M1 or M2 when the
new node has out-degree greater than k. Note that m ≤
k̂i(ti−N0

) ≤ 2m where ti−N0
is the time in which node

i > N0 attached to the network. The probability that the
out-degree of the new node at time t equals k is given by

b̂k =

(
m

k −m

)
πk−mf (1− πf )2m−k

In particular, b̂k 6= 0 only for m ≤ k ≤ 2m. Since
β̂k =

∑∞
i=k+1 b̂i is the probability that the new node has out-

degree greater than k, we know that β̂k = 0 for all k > 2m.
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Since F̂k(t) is the probability of selecting a node with out-
degree greater than k and N0 + t indicates the number of
existing nodes at time t, the product (N0 + t)F̂k(t) indicates
the number of nodes with out-degree greater than k at time
t. So, we have

(N0 + t)F̂k(t) = (N0 + t− 1)F̂k(t− 1) + β̂k

+ (mπr + n)
(
F̂k−1(t− 1)− F̂k(t− 1)

) (8)

According to assumption A1 and the fact that mechanisms
M1-M2 only affect the out-degree of newly added nodes,
we know that there are no nodes with out-degree less than
m. So, eq. (8) is satisfied for all k ≥ m, and F̂k(t) = 1
for all k < m. The dynamics of F̂ (t) can be written as a
time-varying infinite dimensional linear system of the form
F̂ (t) = Â(t)F̂ (t− 1) + B̂(t) as in eq. (7).

The following theorem presents sufficient conditions that
guarantee that as time goes to infinity, the limit of F̂ (t)
exists.

Theorem 6 (The limit of the out-degree distribution):
Suppose that assumptions A1-A2 hold. The limit of the
complementary cumulative out-degree distribution exists.

Proof: Using induction on k, we want to show that
limt→∞ F̂k(t) exists for all k. According to assumption A1,
there are no nodes with out-degree less than m. This implies
that limt→∞ F̂ (t) = 1 for all k < m. Now, we show that
the limit exists for k = m. Using eq. (7), we know that

F̂m(t) = mπr+n
N0+t + N0+t−1−(mπr+n)

N0+t F̂m(t− 1) + β̂k
N0+t

with initial condition F̂m(0) = f̂0 ∈ [0, 1]. In particular, it
can be shown that

F̂m(t) =
1

1 +mπr + n

(
mπr + n+ β̂m

+ ((mπr+n)(f̂0−1)+f̂0−β̂m)Γ(N0+1)Γ(N0+t−mπr−n)
Γ(N0+t+1)Γ(N0−mπr−n)

)
where Γ(·) represents the gamma function. So

lim
t→∞

F̂m(t) =
mπr + n+ β̂m
1 +mπr + n

Since β̂m < ∞, limt→∞ F̂m(t) is well-defined. Next, we
will analyze the limit when k = m + 1. In particular, it
can be shown that for limt→∞

F̂k(t)

F̂k(t−1)
= 1 for all k. Using

eq. (7), we know that

F̂m+1(t) ' mπr+n
N0+t F̂m(t) + β̂m+1

N0+t +N0+t−1−(mπr+n)
N0+t F̂m+1(t)

' (mπr + n)F̂m(t) + β̂m+1

1 +mπr + n

and as t goes to infinity limt→∞ F̂k(t−1) = limt→∞ F̂k(t).

lim
t→∞

F̂m+1(t) =
mπr + n

1 +mπr + n
lim
t→∞

F̂m(t) +
β̂m+1

1 +mπr + n

Since limt→∞ F̂m(t) exists, we know that limt→∞ F̂m+1(t)
exists as well. Now, assume that for an arbitrary value of k,
the limit of F̂k(t) exists. We will show that the limit exists

for k + 1. Using eq. (7), we know that

F̂k+1(t) ' mπr+n
N0+t F̂k(t) + N0+t−1−(mπr+n)

N0+t F̂k+1(t) + β̂k+1

N0+t

' (mπr + n)F̂k(t) + β̂k+1

1 +mπr + n

We also know that limt→∞ F̂k(t− 1) = limt→∞ F̂k(t) and

lim
t→∞

F̂k+1(t) =
mπr + n

1 +mπr + n
lim
t→∞

F̂k(t) +
β̂k+1

1 +mπr + n
(9)

Since the limit of F̂k(t) exists, the limit of F̂k+1(t) exists as
well. So limt→∞ F̂k(t) exists for all k.

Remark 3: Note that F̂∞k = limt→∞ F̂k(t) satisfies
F̂∞k = 1 for all k < m and

F̂∞k =
(

mπr+n
1+mπr+n

)k−m
+
∑k−m
j=0

β̂k−j
1+mπr+n

(
mπr+n

1+mπr+n

)j−1

for all k ≥ m.

Next, define

Fout :=
{
F̂ ∈ [0, 1]∞ : F̂k = 1∀k < m (10)

and F̂k ≥ F̂k+1∀k ≥ m
}

(11)

Moreover, let

F∗out :=
{
F̂ ∈ [0, 1]∞ : F̂k = F̂∞k ∀k

}
represent a particular subset of Fout defined by the out-
degree limit distribution. We will show that if F̂ (t) ∈ F∗out
for some t ≥ 0, then F̂ (t′) ∈ F∗out for all t′ ≥ t (i.e., the set
F∗out is invariant).

Lemma 3 (Invariance of the out-degree distribution):
Suppose that assumptions A1-A2 hold. The set F∗out is
invariant

Proof: Assume that F̂ (t) ∈ F∗out. In other words, F̂k =
F̂k(∞) for all k ≥ 0. We want to show that for any t,
F̂ (t + 1) = F̂ (t). Using eq. (7), we know that for all k <
m, F̂k(t + 1) = F̂k(t) = 1. Similarly, using eq. (7), since
F̂ (t) ∈ F∗out, we know that for k = m

F̂m(t+ 1) = N0+t−(mπr+n)
N0+t+1 F̂m(t) + mπr+n

N0+t+1 + β̂m
N0+t+1

= N0+t−(mπr+n)
N0+t+1

mπr+n+β̂m
1+mπr+n + mπr+n

N0+t+1 + β̂m
N0+t+1

=
mπr + n+ β̂m
1 +mπr + n

So F̂m(t + 1) = F̂m(t). Next, using eqs. (7) and (9) for
any k, and since F̂ (t) ∈ F∗out, we know that

F̂k+1(t+ 1) = N0+t−(mπr+n)
N0+t+1 F̂k+1(t) + mπr+n

N0+t+1 F̂k(t)

+ β̂k+1

N0+t+1

= N0+t−(mπr+n)
N0+t+1

(mπr+n)F̂k(t)+β̂k+1

1+mπr+n

+ mπr+n
N0+t+1 F̂k(t) + β̂k+1

N0+t+1

=
(mπr + n)F̂k(t) + β̂k+1

1 +mπr + n
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which implies that F̂k+1(t + 1) = F̂k+1(t). This holds for
any k, so the set F∗out is invariant.

VI. SIMULATIONS

To gain further insight into the network model, let
N0 = 10, m = 3, πf = 0.6, n = 1, and πr =
0.4. Figure 1 illustrates the dynamics of the complemen-
tary cumulative degree distributions for nodes with degree
k = 0, . . . , 11 for a random initial network satisfying
assumptions A1-A2. The top plot indicates the in-degree
distribution; the bottom plot the out-degree distribution. The
solid lines represent the theoretical value based on eqs. (4)
and (7), and the dots indicate the average of 150 simulation
runs for t = 10000. Since there are no nodes with in-degree
lower than n = 1, note that the solid lines in Figure 1(a) are
horizontal lines with a value of one for k = 0. Similarly, for
nodes with out-degree lower than k < m = 3, the theoretical
value is a horizontal line with a value of one for k = 0, 1, 2.
Note that for a small t, the theoretical predictions of the in-
degree of nodes with small degrees are a better fit to the
simulations.

(a)

(b)

Fig. 1. Evolution of the complementary cumulative degree distributions;
(a) in-degree distribution based on eq (4); (b) out-degree distribution based
on eq (7).

Figure 2 shows the evolution of the average degree dis-
tribution. The solid line represents the theoretical prediction
based on eq. (2) and the dashed line represents its limit value
as t → ∞. The dots represent the average degree for 100
simulation runs.

VII. CONCLUSIONS AND FUTURE WORK

This paper explains how the mechanisms of random
attachment, triad formation, and network response impact

Fig. 2. Evolution of the average degree of the network.

the dynamics of the in- and out-degree distributions of
growing networks. In particular, we characterize the dy-
namics and convergence of the average degree and shows
that it is asymptotically stable. Additionally, we use infinite
dimensional time-varying linear systems to characterize the
evolution of the two degree distributions. Finally, we show
that the dynamics of the distributions reach unique invariant
sets. Evaluating whether these sets are stable is an important
direction for future research.
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